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1 Introduction

Whilst systems of pure diffusion equations, in both their linear and nonlin-
ear forms are well known and have many physical and biological applications, the
research described here focusses on less familiar cases where diffusion coeflicients
or other shape functions are defined either in general or poor analytic terms. Of
particular interest here is the case of the extension of Richards equation, which
describes the movement of water in a homogeneous unsaturated soil, to cases de-
scribing the combined transport of water vapour and heat under a combination of
gradients of soil temperature and volumetric water content. Such coupled transport
is of considerable significance in semi-arid environments where moisture transport
often occurs essentially in the water vapour phase [1]. Under these conditions the
transport equations, valid in a vertical column of soil, may be written in the form

2]

ou 0 ou v
= o |G oot

(1)
v 0

ou ov
% e {h(u,v)% +k(u,v)%} ,

where u(x,t) and v(x,t) are respectively the soil temperature and volumetric water
content at depth = and time ¢. It is important to realize that extensions which
include the coupled diffusion of solute follow in an obvious way.

Lie group methods are perhaps the most powerful currently available in finding
exact solutions of nonlinear partial differential equations (pdes). Probably the most
useful method is the applications of Lie point transformations which are those that
form a continuous Lie group of transformations, which leave the pde invariant. Sym-
metries of this pde are then revealed, perhaps enabling new solutions to be found
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directly or via similarity reductions. The classical method of finding Lie symme-
tries is first to find infinitesimal transformations, with the benefit of linearization,
and then to extend these to groups of finite transformations. This method is easy
to apply and well established in the last few years [3, 4]. The problem of finding
Lie symmetries of system (1) has been considered elsewhere [5, 6].

Bluman et al [3, 7] introduced a method for finding a new class of symmetries
for a system of partial differential equations A(xz,u), in the case that at least one
of the pdes can be written in conserved form. If we introduce potential variables
v for the pdes written in conserved forms as further unknown functions, we obtain
a system Z(x,u,v). Any Lie group of transformations for Z(z,u,v) induces a
symmetry for A(z,u). When at least one of the infinitesimals which correspond to
the variables x and u depends explicitly on the potential v, then the local symmetry
of Z(x,u,v) induces a nonlocal symmetry of A(z,u). These nonlocal symmetries
are called potential symmetries. More details about potential symmetries and their
uses can be found in [3, 8]. The potential symmetries of Richard’s equation have
been discussed in [9].

The purpose of the present paper is to derive potential symmetries for the system
(1). That is, to determine functional forms of f(u,v), g(u,v), h(u,v) and k(u,v) for
which the system admits such nonlocal symmetries. We note that both equations
of the system (1) are written in conserved form. We can therefore either introduce
one potential variable and write one equation as a system of two equations and
keep the other equation in the same form, or introduce two potential variables and
write system (1) as a system of four equations. In particular, if we introduce the
potential variable w system (1) can be written in the form

Wy = U,
wy = fu,v)ug + g(u,v)vg, (2)
v = [h(u,v)uy + k(u, v)vs],,

If we introduce potential variables w and z, system (1) can be written as a system
of four equations,

W, = U,
wy = f(u,v)uz + glu, v)vy, 3)
Zo =V,

ze = h(u, v)ug + k(u, v)v, .

We derive Lie point symmetries for each of the above systems. However we shall
only be interested to those symmetries that produce nonlocal (potential) symme-
tries for the original system (1).

System (1) can be seen as a generalization of the well known nonlinear heat

conduction equation
ou 0 ou
5= (K@) (1)

Equation (4) have been exhaustively studied from the point of group analysis. A
summary of these results can be found in [10]. Lie symmetries of (4) have been
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derived by Ovsiannikov [11] who proved that (i) if K () is an arbitrary function then
the equation admits a 3—parameter Lie group of transformations; (ii) if K(u) = u™
or K(u) = e, then it admits a 4—parameter Lie group of transformations; and (iii)
if K(u) =u"*?3, it admits a 5-parameter Lie group of transformations.

If we introduce the potential variable v we obtain the auxiliary system of (4)

00 _ i
at " Wor-

Bluman et. al have shown that the nonlinear heat conduction equation (4) admits
a potential symmetry, corresponding to auxiliary system (5), if and only if the
conductivity K (u) is of the form

1 du
K = — - B ——
(u) u2+pu+qexp[T/uQ-f'pu*'Q}7

where p, q, and r are arbitrary constants. The most interesting case is when
K (u) = u~2, where equation (4) admits the following potential symmetries

0 0 5 O
r, = —xv%+2t%+(uv+xu )%,
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_ 2 2 2 2
Iy = —z(v: + 2t)_8x + 4t En + 4vt—(% + (dut + wv® + 2ut + 2u vx)—au ,
I's = h(t, v)—a —u? Ohlt;v)

ox ov  Ou’

where h(t,v) is an arbitrary solution of the linear heat equation
hyy —hy =0.

In [3] it is shown that an invertible mapping that transforms a non-linear pde
does not exist if the nonlinear pde does not admit an infinite-parameter Lie group
of contact transformations. Also such mappings do not exist for a non-linear system
of pdes if the system does not admit an infinite—parameter Lie group of transfor-
mations. If such infinite-parameter groups exist then the non-linear pde (or system
of non-linear pdes) can be transformed into a linear pde (or into a system of linear
pdes) provided that these groups satisfy certain criteria [3]. The above infinite—
dimensional symmetry admitted by

Vp = U,

2 (6)

Ut:u_ Uy

satisfies the required criteria. Hence, system (6) can be linearized. The procedure
for determining invertible mappings with the employment of infinite-parameter
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Lie groups of transformations is well explained in Ref. [3]. The above infinite—
dimensional Lie symmetry leads to the mapping

t=t, 22=v, vV==zx, u:l, (7)
u

vho=d' vy =l (8)

to a solution (u(z,t),v(x,t)) of the nonlinear system (6). In turn the mapping (7)
produces the one-to-one contact transformation

1
do' = ude + v 2u, dt, dt' =dt, o' ==,
u

which transforms the linear diffusion equation

8 / 52 /
ogw _ou 9)
ot 0z
into the pde
ou 0 20U
— == (u "= ). 10
ot~ oz (“ 8;10) (10)
Using the inverse mapping of (7)
/ / / 1
t=t, z=v, v=2, u=—,
U
we deduce the contact transformation
1
dz =d/d2’ +ul,dt’, dt=dt', wu= e (11)

which also connects the linear diffusion equation (9) and the nonlinear pde (10).
Now using the transformation,

known as pure hodograph transformation, that maps the linear diffusion equation
(9) into the pde
’wa
Ve = E 5 (12)
we deduce the one-to-one contact transformation
de’ =udz +u2u, dt, dt' =dt, o ==z, (13)

which transforms the linear diffusion equation (9) into the pde (10).
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Taking the composition of the one-to-one contact transformations (11) and(13),
we find the generalized auto-hodograph transformation [12]

1
dz — zudzr + (a:u_zum—i—u_l) dt, dt—dt, ur— —
x

that leaves invariant the nonlinear equation (10).

The above results of equation (10) will be generalized to certain forms of the
system (1) that admit infinite dimensional potential symmetries. In the next section
we classify all forms of (1) that admit potential symmetries corresponding to the
auxiliary system (2). Furthermore we present certain forms of (1) that admit
potential symmetries corresponding to the auxiliary system (3). In section 3 we
construct linearizing and hodograph-type transformations for special cases of (1).
In the final section we present some ideas for further study in the spirit of the
present paper.

2 Potential symmetries

2.1 First generation potential system
We consider the system (2) and infinitesimal transformations of the form

"= a+eX(z,t,u,v,w) + O(?),

=t +eT (2, t,u,v,w) + O(e?),

= u+eU(z, t,u,v,w) + O(?), (14)
= v+ eV(z, t,u,v,w) + O(e?),

= w+ W (z,t,u,v,w) + O(?) .

~ ~ ~

g\@@w&

We search for transformations of the above form that leave invariant the system
(2). We only determine Lie symmetries of (2) that induce potential symmetries
for the system (1). That is, we require that the infinitesimals of (14) satisfy the
condition [3]

X2+ T2+U2+V2#0.
If this condition is not satisfied, then any symmetry of the form (14) projects into
Lie point symmetry of (1).

Here we completely classified the forms of the system (1) that admit potential
symmetries, corresponding to the auxiliary system (2). We omit any further anal-
ysis. The method for determining Lie symmetries is well known and can be found
in a number of relevant books. See for example, Ref. [3, 4].

We present below the results. In each case we give the functional forms of
f(u,v), g(u,v), h(u,v) and k(u,v) and the infinitesimal generator in the form

0 0 0 0 0
F_Xax +T8t +U3u +V611 +W8w'
We obtain five cases, where we only present those symmetries of (2) that induce
potential symmetries of (1):
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L f=¢("), g=n=dw"), h==g(w"), k=no(u"),

—wdw) L~ L 2 9
I‘—ua(w)au nva(w)av—i—a(w)aw,

where ¢ and a are arbitrary functions in their arguments. Here the prime denotes
ordinary differentiation.
2. f=uv?¢ (uv?) — 2u?vt (uv?) + ¢(uv?) — 3uv?y(uv?),
g= 2% [uv?¢’ (wv?) — 2uv*y (wo?) + p(uwv?) — 3uv?h(uwn?)],
h=v¥p(wv?), k = p(uv?),
0 9 0

0
I‘—2uw%—vw%+w e

where ¢ is arbitrary function.

_ _n,_vRéPeuw) ), p
3f—qb(u), g_U/’U’ h_ 2U3 9 k_2u27
0 0
F—Uw%—f—/ﬁt%,

where ¢ is arbitrary function and g is a constant.

The following case is a special case of 3. Here the system (1) admits two potential
symmetries.

1w (pt2v
Li=g 97w Tl P
5 9
Ty = vw— + pt—
! Uwav—’—#@w’
o 9w 0
Ty = t*— +tur— + —(ut + w?)— + tw——.
L TR R G

2.2 Second generation potential system

In this section we determine potential symmetries for the system (1) that correspond
to auxiliary system (3). Hence, we consider infinitesimal transformations of the
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form
v =x+eX(x,t,u,v,w,2) + O(e?),

t' =t+ el (x,t,u,v,w,2)+ O(e?),

' = u+eU(z,t,u,v,w, z) + O(e?), (15)
v = v+ eV(z,tu,v,w, z) + O(?),
w' = w+ W (z, t,u,v,w, z) + O(e2),

2 =z+eZ(z t,u,v,w,2) + O(e?).

Unlike in the previous subsection where we classified the forms of (1) that admit
potential symmetries, here we present a number of examples. That is, we give
certain special cases of (1) that admit potential symmetries. The task of a com-
plete classification of potential symmetries for the system (1) corresponding to the
auxiliary system (3) remains an open problem.

The symmetry group generator has the form:

0 0 0 0 0 0
P=Xoo T+ Ut Vot Wor 4 2 (16)

Initial symmetry analysis gives:
X =X (z,t,w, z),
T=T(),
W = W(I7t7wﬂz)’
Z =7 (z,t,w,z)

and:

U=Uz,tuvwz)=vW, +ulW, + W, —uwwX, —u’X, —uX,,
V =V (x, t,u,v,w,2) = vZ, +uZy + Zy — 2 X, —uvX, — vX, .

We give six examples. For each example we state the functional forms of
f(u,v), g(u,v), h(u,v) and k(u,v) and the independent generators.

Example 1:
2

U U 1 U
=— =——, h=—-, k=——
f ’[}2 3 g ’[}3 3 v ) ’U2

The independent generators are:

0
]:‘ —
1 at )

Io=o2—+t= —u——
x

Is=0——v—+w—
x

+ 3za,) 9 +

Ty=—(t
4 (twa ox

zzz



C. Sophocleous and R.J. Wiltshire

+ (UUtwazzzz +u*ta,_ + (vw + 3zuv)a,, + 4ua2) g +
u
+ (UQtwa’zzzz + uvtazzz + BxUQCLzz + 5Ua2) 82 +
v
+wa i + 2a£
* 0w 0z’
PS = Q% - (uqu + UQ(]w) % - (UQQZ + U’UQM) % y
T'e = —ts 2+(uvts + vs )Q-H;Qts £+Si
6 — zz Oz zzz z du z2zz v w )

where ¢ = ¢ (w, 2), a = a (2) and s = s (2) are arbitrary functions. Symmetries I'; —
I's project into point symmetries of (1), while I'y — I's induce potential symmetries

of (1).

Example 2:
U u? v? U
f:73) g:—737 h:737 k:_73
(u+v) (u+ ) (u+v) (u+v)
The independent generators are:
0
N =—
1 ot )
0
Iy = —
2 Oz )
0 0 0 0
I's = 22— +2u— — —
3 xaaj—'_ uau—l—(u—l—?)v) 8v+€8z’

r—gd 0,0 0
LT e You You

0 0
s = tage 5 — (u+v) (ag + utagee) — +

ou
0 0 0
+(utv) (ag —vtagee) - —am - +ag-,
0 0 0
T = a5 = (uwvg. + u’qu) v (v3q. + uvgy) 50

0
I'y=-— (31‘[)5 + ’wtbggg) o +
0
+ [u (u + v) wibgeee + U theee + (0 + 3ux) (u+ v) bee + dube] 50T
0
+ [ (u 4 v) wibgeee + uvtbeee + (—w + 3vx) (u + v) beg + (u + 5v) be] 50 "

0 0
+’wbg% + (20— wbg) Pk
where ¢ = ¢ (w,2), a = a(§) and b = b (&) are arbitrary functions and £ = w + 2.
Here symmetries I'y — 'y project into point symmetries of (1), while I's — I'7 induce
potential symmetries of (1).
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Example 3:

1 1
= 970 he0 ks

The independent generators are:

0
Fl_av
0
FQ_a_wa
N —_24_3_ i_|_ 2
3T "ou v Yow Yoz

F4:—x£+(u—|—v)i—w—+w—,

ox ov ow 0z
0 0 0
_ SRRy 9
I‘G——x(t+2>ax+2t at+§(u+v)(xu—w)8u+

& 9
+ (u+v) <E+wf+3t+xv§) 50"

£\ 0 wé?\ 0

w(t—i— 2>aw+<2t2+3wt+ 5 9
0 0 0

bﬁ%_b%HE’

Is :ag—u(u—&—v)agg—v(u—&—v)agg,

0
F7=—(U+’U)b§

og T (wt)

Ox ou Ov
r ——ui—l—ug—wi—i—w2
ST ou v Ow 0z’
T = —;v(w—&—z)i + (u—i—fu)(u:r—w)2 + (u—&—v)(vm—&-2w—|—z)2 -
10 Ox ou ov
0 0
—w(w—&—z)%—l—[%—&—w(w—i—z)]&,
0 5 0 0
IR —w%—i—u 70 Waso

where a = a(£,t) and b = b(,t), £ = w + z, satisfy the linear heat equations
age = ag, bge = by. Here symmetries I’y — I's project into point symmetries of (1),
while I's — I'17 induce potential symmetries of (1).

Example 4:
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The independent generators are:

0
L=

0
B G
ro,9 _,9 _ .9
5= s " Yau You’

0 0 0

0 0 0
F5:a%—u(u+v)ag%—v(u+v)ag%,

0 0 0 0

Fe=—(qu+qu)%+(qu+qu)%—qa—w+q£,

where ¢ = ¢(w, 2) is an arbitrary function and a = a(t,£), £ = w + z, satisfies
age = a;. Here symmetries I'y — 'y project into point symmetries of (1), while
I's — I'¢ induce potential symmetries of (1).

Example 5:

Ly =5,
I's Zx——vg—i—wi,
Ox v ow

I, = Zt%—i—v%—i—z%,
s = w%—F(u—Ug)% _UU(% +ﬂ$a—w7
g = wz% + [z + 2) — u(uz + vw)] a% —v(uz + Uw)% + ua:za% + 2ut% ,
Iy = 2uxt — wzg)% - 4,ut2% + 2(u?z 4 2uvw — 2uvx — ,uz)% +

+o(—6ut + uz’® + 2vwz)(,% + p(2tw — sz)a% — 4,utz% ,
I's = a% — uvaz% — vgaz(% ,
Ty = ubza% + ba%,

10
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where a = a(t,z), b = b(t, 2) satisfy a; + b,, = 0 and b; + pa,. = 0. Here
symmetries I'y — I'y project into point symmetries of (1), while T's — T'g induce
potential symmetries of (1).

Example 6:
uv + —u? v? — uv +
P N LT R LS
(u+v) (u+v) (u+ ) (u+v)
The independent generators are:
0
Fl_ga
0
FQ_Ev
0 0 0 0
Fg—x%—(u—&—v)%—kwa—w—w&,
d d 0
F4—2t§+(u+v)%+(w+z)$,
0 9 O 9 0
Is =wam + (- ) ge = (u+w) o + pag - — pz o,
_ 9 2 2
F6—w(w—!—z)%—|—(uua:+,uvm+uw—|—,uz—2uw—u z—uvw)%—
N
—(puz + pvx + pw + pz + 2uvw + uvz + v w)% +
+ (+)i+ (2t — wzx — )2
pa(w+2) 5+ p we = 2z) 5,
9 0
_ 2 _ _ 22
I'7 = [w(w + 2)* — 2uat] 8x+4'ut 8t+
+ [2pz(u+v)(w + 2) + p(w + 2)* — v*(Bw® + 4wz + 2%) — 2uvw(w + z)] % +
+[6pt(u+v) — 2uz(u+v)(w + z) — plw + 2)* —
—uv(3w2+4wz—|—z2)—202w(w+z)}(%—|—
0 0
+p [z(w + 2)* — 2tw] 0 + 1 [2t(3w + 2z) — z(w + 2)?] e
Py = a2 —u(u+ v)ac - —vu+ vjag o
s = ag_ —u(utv)agg. —v(utvlag,
d 0 0 9
Fg—(u+’l})b§%—(u+v)bg%+ba—w—ba,

where a = a (§), b = b(£), £ = w+ z satisty a; + bge = 0, by + page = 0. Here
symmetries I'y — I'y project into point symmetries of (1), while T's — T'g induce
potential symmetries of (1).

11
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3 Linearizing mappings

In this section we adopt the idea of Bluman et. al [3] who use infinite-dimen-
sional potential symmetries to derive a nonlocal mapping that linearizes equation
(10). We consider one special case of (1). Similarly, many other cases that admit
infinite—dimensional potential symmetries can be linearized. Here we consider the
nonlinear system

u 2 2
Ut = | 3e g V|
x

1 U
V== Up— —5 Vx| -
v v N

We note that equation (17) is the example 5 in the previous section.
In section 2 we have seen that the auxiliary system

(17)

Wy = U,

u
wy = 1}2 Ug + 1}3 (18)
Zg =V,
1 U
Zt = 1} Ug 1}2
of (17) admits two infinite-dimensional symmetries, I's and I'g. These two symme-
tries lead to the mapping

=z, t=put, wW=w-—pr, Z=w+pux, Ulzu_u, U,:u—i—,u (19)

that connects the linear system

r
Wy = U,

/ li
Wy = Uy
ro_
Byt = U,

!/ !/
Zyr = — Uy

and the nonlinear system (18). The inverse of the mapping (19)

Z—w t’ 24w , w(u' +v") 2u
xr = N t = —, w = N =X N u = N =
2u W 2 v —u v —
leads to the contact transformation
1
dz = oM (v —u')da' — (v +uly)dt'],
1
dt = = dt’,
1
2
) (20)
u = ,
o — !
2u
R

12
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which connects the linear system

!/ !/
Uypr = Ugrgr

/
x'x!

(21)

vy = —v

and the nonlinear system (17). We note that the first equation of the system (21)
is the linear heat equation, while the second is the backward heat equation. Such
equations are of importance in mathematical biology, for example in processes of
chemo—taxis.

Now consider the hodograph—type transformation
T =z, t’zut, w':w—,ux, z'=w+uz,
which leads to the contact transformation

dz’ = vdx + (viluw — uv’%gc) dt,
dt’ = pdt,

u = /udoc—/mc7 (22)

v’:/udx—i-,ux,

which connects the linear system (21) and the nonlinear system (17).
The composition of the two non-local transformations (20) and (22) produces
the generalized hodograph—type transformation
dx — zvdx + (v_luz —uv2v, — uv‘l)dt,
dt — dt,

1

u»—>—/uda:, (23)
x
1

(i
T

that leaves invariant the system (17).
The generalized hodograph-type transformation (23) can generate new solutions
for the system (17) using known solutions. For example, consider the trivial solution

Transformation (23) leads to the new solution

clﬁ\/CQm—i—clt—i-ch;; v — Co
\/5\/0296—1—0175 ’ \/5\/02;16—1—6175 .

This new solution can then be used to generate a second new solution and so on.

13
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4 Remarks

In this paper we have considered the problem of finding nonlocal symmetries,
known as potential symmetries, for systems of the form (1). We have presented
certain special cases of (1) that admit potential symmetries. In particular, these
special systems admit infinite dimensional potential symmetries. Such symmetries
can then been used to derive nonlocal mappings that linearize the system. The
present work can be seen as an initial point for further study. We give below some
examples of further research that can be carried out in the same spirit as the present
paper.

For equation (4) a complete classification of potential symmetries is achieved
[3]. The corresponding problem for the system (1) remains open. Furthermore an
interesting and important task is to determine all special forms of (1) that can be
linearized.

Potential symmetries of (10) that correspond to the auxiliary system (6) have
been listed in the Introduction. We note the second equation of the system (6) can
be written in a conserved form. Introducing the potential variable w we have the
second generation auxiliary system of (10)

1
Vg =U, Wp=0V, W=——.
U

Symmetries of the above system induce the potential symmetry

I'=(w- 2301))% + u(2zu + v)aiu + 275% — (v* - 2t)%
of equation (10). Similarly, we can search for potential symmetries of (1) that
correspond to higher generation auxiliary systems. In section 2 we have determined
potential symmetries with the employment of first and second generation systems,
respectively. For certain forms of (1) one or two equations can be written in a
conserved form. For example, consider the example 1 of subsection 2.2. That is,
the system (3) takes the form

Wy = U,
u u? 1 [u?
W = Uy — —=Vp = — | —=
v2 v3 2 [v?2],7
Zy =0,
1 U U
2= —Up— Vg = |—| .
v v Vlg

We note that the second and fourth equations are written in conserved form. We
can therefore introduce potential variables p or/and o so that the above system
system can be written as a system of five or six equations. Hence we have the
following two third generation auxiliary systems of (1)

Wy = U,

14
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Pz = W,
1 u?
Pt =55
2 02’
Zg = U,
1 U
2= Uy — 5 Uy
v v
and
Wy = U,
U u?
Wy = — Uy — U
02 3 7T
Zg = U,
O = 2,
U
Ot = —
v
and the fourth generation potential system
Wy = U,
Pz = W,
1 u?
Pt = 55
2 02’
Zg =0,
Or = 2,
U
O = —.
v

Now we can search for Lie symmetries for the above three systems with the ultimate
goal that a number of these symmetries will induce potential symmetries for the
original system (1).

Finally, we proposed the problem of finding hodograph—type transformations
that linearize the potential system (3) and consequently the integrated (potential)
form of the system (1)

wy = f(wwa Zw)ww:r + g(wwa Zw)zww 9

2zt = h(Wy, 22 )Was + k(Wa, 22) Zaa -

That is, to construct transformations similar to pure hodograph transformation

that linearizes system (6) and consequently equation (12). We give two examples.
The transformation

1 U
=z, t=t, ==, V==, W=z, Z=w
v v
maps the linear system
;o
Wy = U,
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/ / /
Wy = Ugr + U2Vys

’
v 3

w
Il

!/ /
Zy = W3Uyr + [LaUgs

Wy = U,
2
4 — M2l 2u” + (1 — pg)u — pig
wt:uvzu wy P (Ugu) Hs,
Zg = U,
2 2u + 1
zy = —M—uw— M72vw.
v v
Consequently, the hodograph—type transformation
=z, t'=t, w=zx, Z=w
maps the linear system
wél = U;/wl + ,UQU;/w/ s
! ! !
Zt’ = ,leguz/z/ + ,LL4'U:E/:E/
into the nonlinear system
2
— Mol usz + (1 — Uy —
w, = M 52 * oy, 4 2V ( 3u4) Sl
Uy (% (24)
) poty + 1
2t = ——— Ugx — 72UQJ:E'
x (%

A second example is the hodograph—type transformation

that maps the linear system

/ !/ !/
Wy = 4 Uy g0 + H3Uyr gty

/ / /
Zyr = Uy  Ugr g

into the nonlinear system (24).

We note that the pure hodograph transformation is a cyclic group of order 2
(twice application of it gives the identity transformation). In the first example the
hodograph—type transformation is a group of order 3 while in the second example
is of order 2.

Another open problem is the search of approximate potential symmetries for
the system (1). This can be done in the spirit of the work of Baikov et al. [13].
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